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Abstract

Computer methods used for planning, quality control, presentation, and interpretation of
exploration geochemical data may be broadly classified into purely numerical methods and mapping,
in which sample location is considered. This paper reviews both current industrial and governmental
practice, and research techniques of potential application.

Correct organization of field sampling, and laboratory quality control will minimize bias in the
data. The majority of industrial surveys are still conducted on a single-element interpretation basis.
National geological survey agencies have a growing awareness of the utility of regional multi-element
studies for resource appraisal, and data-base management and retrieval systems greatly assist
operation of these larger exploration programs. Data treatment is consequently mainly limited to
derivation of the mean, standard deviation, etc. and histograms, although computer-based data
transformation and analysis of frequency distributions can improve definition of thresholds and class
boundaries for mapping. Geochemical maps usually consist of graded symbols at the sample locations,
although contour-like maps are preferable for display of the regional geochemical patterns and are
often based on moving average smoothing. Proper attention to cartographic design can greatly
improve the geochemist's acquisition of information from maps. Multivariate statistical analysis is
mainly used to obtain inter-element correlations, to correct for possible Mn/Fe scavenging, and (less
frequently) for determination of element associations by principal components or factor analysis, and
discriminant or cluster analysis.

While in some cases the lack of suitable computer hardware has limited the application of these
methods, in others the restraining factor is the lack of appreciation of their power and flexibility
when used intelligently. Geochemists are now gaining a better understanding of the range of
statistical and mapping techniques available to them and powerful, relatively inexpensive,
minicomputers are becoming more widely available. It is to be hoped that the standard of
quantitative analysis of geochemical data will improve in consequence.

Resu.me

Les methodes de l'informatique utilisees pour la planification, Ie contr6le de la qualite, la
presentation et l'interpretation des donnees d'exploration geochimique peuvent, d'une mana~re

generale, regrouper les methodes purement numeriques et la cartographie, qui tient compte de la
localisation des echantillons. Cette etude examine les pratiques gouvernementales et industrielles
courantes et les techniques d'application potentielle de la recherche.

Une organisation convenable de l'echantillonnage sur Ie terrain et du contr6le de la qualite en
laboratoire, permettra de minimiser les erreurs au niveau des donnees. La majorite des leves
industriels sont encore effectues d'apres une base d'interpretation qui ne tient compte que d'un seul
element. Les leves geologiques a l'echelle nationale tiennent de plus en plus compte de l'utilite des
etudes regionales portant sur plusieurs elements, pour l'appreciation des ressources; d'autre part, les
systemes d'extraction et de gestion des fichiers de donnees aident beaucoup au fonctionnement de ces
plus importants programmes d'exploration. En consequence, Ie traitement des donnees vise surtout a
l'obtention de moyennes, d'ecarts types, etc., de meme que d'histogrammes, meme si la
transformation des donnees et l'analyse des distributions de frequences a l'aide d'ordinateurs peut
ameliorer la definition des seuils et des limites de classes pour fins de cartographie. Sur les cartes
geochimiques, les points d'echantillonnage sont indiques par des symboles trames; cependant, les
cartes de type topographique sont mieux adaptees a la representation des profils geochimiques
regionaux et se fondent souvent sur Ie lissage des moyennes mobiles. Le fait de consacrer l'attention
qui convient a la conception cartographique peut de beaucoup ameliorer, pour Ie geochimiste,
l'acquisition de renseignements a partir de cartes. L'analyse a plusieurs variables est surtout utilisee
pour l'obtention de correlations entre elements, pour compenser la contamination Mn/Fe possible et
(moins souvent) pour la determination d'associations d'elements a l'aide de leurs principales
composantes ou analyse factorielle, et pour l'analyse discriminante ou de dispersion.

Tandis que dans certains cas Ie manque de materiel informatique approprie a limite l'application
de ces methodes, dans d'autres Ie facteur restrictif est Ie manque d'appreciation de leur efficacite et
de leur flexibilite lorsqu'utilisees intelligemment. Les geochimistes comprennent actuellement de
mieux en mieux la gamme des techniques statistiques et cartographiques disponibles, et des mini­
ordinateurs puissants et relativement peu cot1teux deviennent de plus en plus accessibles. n est a
esperer que la qualite de l'analyse quantitative des donnees geochimiques en sera en consequence
amelioree.
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INTRODUCTION

We aim in this paper to review current practice in the
acquisition of exploration geochemical data and methods for
its subsequent treatmcnt by numerical and mapping
techniques as an aid to interpretation. Since it is not possible
within the scope of this paper to pursue all the topics raised
in equal depth, an extensive bibliography has been included.
The review has been divided into four main parts: (1) quality
control and methodology in both the ficld and the laboratory;
(2) requirements of the qeochemical mop, its compilation and
presentation; and statistical interpretoLion of the data using
(3) univariote, and (4) multivariate methods.

QUALITY CONTROL AND METHODOLOGY

Quality Control of Laboratory Analyses

One of the fundamental aspects of any geochemical
exploration program is the adequate supervision of laboratory
results. lt is surprising how many organizations are content
to send srlmples for analyses (either to within-house or
contractor laboratories) with little or no attempt to monitor
analytical precision or accuracy. With luck, analyticol errors
may be re flected by spurious patterns on the map which lead
to identification of the erroneous dato (e.g. Lockhart, 1976)
but this is by no means a certainty. Various authors have
drawn attention to the importance of randomizing somples
prior to submission to the laboratory in order to convert
systematic to random errors, and to facilitate recognition of
an abnormrll situation (Miesch, 1964, 1967b, 1971; Plant,
1973; Plant et al., 1975; Howarth, 1977). It may be argued
that it is not convenient during a rapid reconnaissance to
randomize ~ samples prior to analysis. In a long term
program, such as that practised by a national survey, it may
be possible, however, to randomize all samples for one map
sheet at a time. Randomization of samples (and preferably
standards ond duplicates olso) at the batch level will certainly
be more bcneficial than not doing so. One should always
attempt to define both within- and between-batch error
levels, since the latter is often the larger effect. It should be
realized that careful choice of suitable standards (Allcott and
Lakin, 1975; Hill, 1975rl, b; Plant et aI., 1975) ami their
submission ot random locations in the onalytical stream is an
integral port of the control process. lt may be argucd that
randomization could lead to sample renumbering errors when
passing through the laboratory. Use of pre-randomized
number sequences in the field which arc subsequently sorted
into sequential order for laboratory submission (Plant, 1973)
have been found very satisfactory (Plant et aI., 1975) and
with adequate supervision of personnel no problems have
arisen with more complex laboratory-based schemes (e.g.
Howarth, J 977). The unequivocal identification of
laboratory-induced error in maps from unrandomized samples
(e.g. analyzed in traverse order) is not possible in many Crlses;
even if it is suspected, latcr subtraction of such bias t11rly be
impossible since the contribution of local spatial variotion
will not be known exactly. Whether the additional time and
care involved in sample rrlndomization can be justified in a
rapid exploration survey on the grounds of cost is a different
question, but from the statistical and interpretational view­
point it is undeniably highly desirable.

Because of the difficulty of obtaining suitable standards
in situations where a multiplicity of rock types or stream
sediments may be analyzed together (aspccts to be considered
are: amount of standard; lithological and mineralogical
similarity to samples; adequate conccntration rangc for
elements of interest; long-term segregation of bulk standard,
etc.), attention has turned increasingly to the use of duplicate

analyses as an additional control method (Garrett, 1969,
J 973a; James, 1970; Michie, 1973; Plant et aI., 1975; Howarth
and Thompson, 1976; Miesch, 1976b; Thompson and HowClrth,
1976, 1978). Recent simulation studies (Howarth and
Thompson, 1976) have shown that many of the standard
laboratory practices in recording results (such as rounding up
to integer ppm values; quoting negative machine readings,
normally resulting from a statistical estimation of a near­
zero concentration, as zero; or values below some presumed
detection limit as 0.5 of this limit) prior to determining
accuracy and precision will lead to an over-optimistic bias in
the estimation of these parameters. The practice of
quotation of within-batch precision rather than betwcen­
batch values also leads to optimistically biased resuJts.
However, any indication of analytical precision is better than
the more usuaJ situation of none.

A rapid method of control based on duplicate anaJy~,es

and suitable for long production runs, which leads to a
measure of total laboratory error variability (i.e. analytical
error plus subsampling error) in terms of prccision as a Jinear
function of concentration has been described elsewhere
(Thompson and Howarth, 1976, 1978). This model is in
contrast with the usual Clssumptions of either constant
absolute error (standard deviation) or constClnt relative error
(coefficient of variation) and appears to conform well with
most laboratory situations. Analysis of variance techniques
are still in most common usc for estimatinq and partitioning
field and laboratory sources of error and arc discussed below.
Other types 0 f controJ chart methods bascd on estimates of
;malytical precision are also in use (e.g. Hill, 1975b).

In many cases large-scale exploration programs are
concerned with routine anaJysis of less than five elements.
However, the increasing availability of rapid multi-channel
analyticaJ techniques, such as plasma-source emission spec­
trography, means that problems of efficient multi-element
quality control must be solvcd for upwards of 20 elements at
a time. This is a challenging situation and 3dequate critcria
for batch rejection and re-analysis on a multi-element basis
are currently being investigated in a number of laboratorics.

Geochemical Sampling

There is now increasing awareness of the effect of
sampling stratQgies in geochcmical explorrltion, and this has
pJaced emphasis on sampling media for which an individual
sample acts as an indicator for a large qeographical area
(although the samples are taken from a single location). For
example, stream sediments, lake sediments, stream or lake
wClters, and tills may all dcrive from relCltively large
"catchment" areas, whereas soil and rock samples generally
are representative of more localized areas.

While it is difficult to attach actual costo; to particular
types of survey method, this hos been done in some cases.
F or example, Cameron and Hornbrook (1976) illustrate cost
functions in relation to regional lake geochemical sampling.
Undoubtedly any sampling medium with an inbuilt vector
property will prove advantagcous in a reconnaissance
situ3tion. Aspects of field sampling methodology have been
discussed by Miesch, 1964, 1967b, 1971, 1976a, b; Garrett,
1%9, 1973a, 1977; DeGeoffroy Clnd Wu, 1970; Dahlberg, 1971;
Howarth and Lowenstein, 1971, 1972; Kayser and Parry, 1971;
Plant, 1971; Smith, 1971; Bolviken and Sinding-l_arsen, 1973;
Hodgson, 1973; Connor et aI., 1974; Sharp and Jones, 1975;
Sinclair, 1975; Cameron and Hombrook, 1976; Hawkes, 1976;
Chork, 1977; and David, 1977. In many of these cases
anaJysis of variance methods have been used to partition field
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and laboratory sources of error (e.g. Garrett, 1969, 1973a, b;
Howarth and Lowenstein, 1971, 1972; Plant, 1971; Bolviken
and Sinding-Larsen, 1973; Michie, 1973; Plant et al., 1975;
Cameron and Hornbrook, 1976; Miesch, 1976a, b; Sinding­
Larsen, 1977; and Chork, 1977). However, it has been
suggested recently (I. Clark, pers. comm., 1977) on the basis
of mine sampling data that the basic assumptions on which
classical analysis of variance rests may be sufficiently
violated in practice for the results of methods of assessing
field variability using this approach to be misleading. This
appears to be partly related to spatial distribution of the data
as well as to nonconstancy of variance with concentration,
although it is not yet certain just how important these effects
may be in exploration geochemical data.

Choice of Sample Spacing

If prior knowledge exists of the likely target size,
shape, and orientation, then exact solutions may be obtained
for optimum grid sampling techniques. These are summarlz~d

by Sinclair (1975) in a geochemical context. For example, If
an elliptical target with major to minor axes of a:b IS
anticipated, then the grid should be oriented parallel to the
axes of the ellipse with spacings of 128 and I2b respectively.
Singer (1972) gives a computer program for calculating the
exact probability of locating an elliptical or circular target
with either a square, rectangular or hexagonal grid. More
recently Garrett (1977) has illustrated the use of computer
simulation methods to determine the detection probabilities
for similar targets with irregularly spaced sampling points,
such as those more usually encountered in lake or stream
sediment sampling plans. His results reinforce the considera­
tion of appropriate choice of sample spacing. For example,
an elliptical target with a 1:2 size ratio and major axis length
of 5 miles would have an 0.95 probability of detection with a
sample density of 1/5 square miles, this falls to 0.50 at
1/10 square miles. However, for a smaller target of the same
shape but major axis length of 4 miles the probabilities are
approximately 0.70 and 0.20, and with a major axis length of
2 miles they have fallen to below 0.01 in either case. As
Sinclair (1975) pointed out, it is the knowledge of target size
(which in most exploration programs will be the size of the
secondary dispersion geochemical halo) which is unfortunately
so difficult to obtain. Hawkes and Webb (1962) suggested
500 feet to 10 miles for drainage and areal soil anomalies,
and 5 to 500 feet for localized soil and biogeochemical
anomalies as maximum dimensions.

As a result of this difficulty, a recent development has
been the interest in selection of optimum sample spacing
based upon the spatial properties of the data. This is a
reflection of the inherent correlation between values at
adjacent sample locations, which will increase as the inter­
sample distance falls, and conversely, at extreme distances
the concentrations become uncorrelatable. Hodgson (1973),
Dijkstra and Kubik (1975), Sinclair (1975) and Dijkstra (1976),
have discussed this from the point of view of auto­
correlation.

An alternative approach is the application of the
geostatistical theory of Professor G. Matheron, founder of
the Centre de Morphologie Mathematique, Fontainebleau!
His Theory of Regionalized Variables (1957, 1962, 1963) has
been successfully applied in the mining industry to ore
reserve calculations and optimization of drillhole locations
(see for example David and Dagbert, 1975; Journel, 1975;
Guarascio et al., 1976; David, 1977; and Alldredge and
Alldredge, 1978). In exploration geochemistry, a variety of

investigations are in progress (Sinclair, 1975; Crossant, 1977;
S.A.M. Earle and R. Sinding-Larsen, pers. comm., 1977) con­
cerning its utility for the optimization of sample spacing in
soil traverses or grids and are showing encouraging results.

Following Matheron's treatment, if zx.' the observed

element concentration at a location x., lis one possible
realization of a certain random function Z( ~.) representing all
possible concentration values which could 5e obtained at x.,
and z is the observed concentration at a point a distancle

\ x· h
h awa/from the first, then the intrinsic hypothesis is that the
differences in concentration between all pairs of points
separated by distance h (e.g. z -z and zx -zx ) are

Xi xi+h j j+h
considered as different realizations of the same random
increment .6.(h) = Z(x) - Z(x+h), and are independent of the
location of x and x+h. This condition of stationarity applies,
from the intrinsic hypothesis, to both the mean and variance
of .6.(h). If it is also assumed that the mean is zero, then this
behaviour may be studied experimentally by the semi­
variogram:

1 n
y*(h) = 2n L:

i=l

where n is the number of pairs of points a distance h apart.
This function is suitable even in the presence of gaps in the
data, but (as a rule of thumb) requires preferably at least
50 points in a traverse. Different shapes of semi-variograms
may be obtained depending on the nature of the underlyi.ng
spatial behaviour of the phenomenon (see, for example DaVId,
1977). The most commonly observed pattern with soil data is
for y*(h) to rise fairly rapidly from a small initial value at the
shortest sample spacing used (corresponding to all sources of
variation at a scale smaller than that of the samplIng
interval) until it becomes approximately constant for large
values of h. Figure 24.1 shows an example taken from a study
in the Mendip Hills lead-zinc area of southwest England by
the Applied Geochemistry Research Group (AGRG) of
Imperial College, London. The rising portion of the curve
allows an estimation to be made of the range of influence of
the element, that is the distance above which the concentra­
tion values will be statistically independent.
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Figure 24.1. Semi-variogram for log (Zn) in B-hori::on ~oil

samples over Carboniferous Limestone Series of Mendip HIlls,
Somerset, England, 70 samples taken at 100 m intervals along
traverse. Range of influence is approximately 750 m
(Information supplied by S.A.M. Earle, AGRG, 1977).

1 Where 'geostatistical' is used in this paper the term refers specifically to Matheron's theory
rather than to the general usage of statistics in the earth sciences.
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background (false dismissal). The false dismissal probability
may be obtained by integration of the expected probability
distributions for all observed concentrations corresponding to
samples whose true concRntrations lie above the defined
threshold, and the false alarm probability is obtained in a
similar manner from samples below this threshold. A normal
distribution of errors is assumed in this model.

Consider an example in which an orientation survey for
molybdenum in stream sediments has yielded a bimodal
frequency distribution (Fig. 24.2A). Analyses have been
determined to 0.1 ppm, and the total error variability of the
system (including both analytical and subsampling errors) has
in this case been established as being adequately represented
by the equation (J = 0.01 + 0.2C, where (J is the standard
deviation for th~ normal error distriJ5ution about a true
concentration C. Let us further assume that in the area

A) A priori frequency distribution for Mo (rom primary
reconnaissance stream sediment survey, showing
'anomalous' population above threshold, T.

B) Expected error rates {or misclassification of background
samples (false alarm) or anomalous samples (false
dismissal) in a subsequent survey, assuming a constant
analytical system equation, as a function of T.

C) Expected error rates assuming constant threshold (T)
with worsening analytical precision (k in the system
equation).

Figure 24.2. Example of effect of analytical precision on
expected accuracy of geochemical target recognition. For
fUll explanation see text.
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Semi-variograms could be made in various directions
(e.g. along and across strike) to elssess the vari3bility of range
with direction, since on average the values of the
regionalized variables will become independent at distances
exceeding the mnge. Setting the sample spacing in a
subsequent investigation as approximately equal to the range
is a useful criterion, but the optimum solutions will Velry with
the type of semi-variogram. If multi-element data are
available, the interval may be Get with regard to the overall
ranges found for the various elements. Sinclair (1975) pointed
out that from the prospecting point of view the critical
sampling interval would need to be determined from both
background and anomalous areas (and there may be a shortage
of data for the latter) since the range for a background region
will probably not be rel3ted to that from an anomalous area,
and geological information on likely target size and shape
would still be required. even if the geostatistical approach is
not yet a practical evaluation tool in prospecting, widespread
application should give 3 valuable insight into the ranges of
different clements in particular environments, thus leading t.o
a better understanding of the fundamentals of the dispersion
phenomena with which we are concerned.

Sharp and Jones (1975) have devised a topologically
based method for detailed sampling of a drainage basin
stream network using the results of sequential (on-site)
analyses which may well be useful for more detailed
geochemical exploration, say in the follow-up stage of a
regional program. Regional stream sediment surveys are
generally planned on the basis of the size of the feature
which it is required to delineate.

In all cases the decision whether to operate a phased
reconnaissance or a single high density sampling program will
depend ultimately on time and cost criteria. The latter
approach will in many cases lead to gross oversampling to
determine potential target areas, whereas a phased program
may extf~nd over more than one field season. Miesch
(1976a, b) has devised elegant optimization techniques, based
on analysis of variance, to distinguish between very broad
scale units pre-defined on a geological or geographical basis,
but the resulting sampling densities appear to be rather low
for exploration geochemical purposes.

The Role of Sampling andAnalytical Error

It is often assumed in planning a survey that a smelll
target (e.g. geochemical halo) will be successfully recognized
with one sample. Naturally, there will be the possibility of
additional geochemical, geological or geobotanical inform3­
tion which may assist, but in many instances initial recogni­
tion will depend on the presence of an "anomalous" con­
centration value. Decisions affecting identification of such
values will depend not only on the natural geochemic3l
environment (mclTly known orebodies are not distinguished
geochemically at the surface), but also on wh3t transforms (if
any) are to be applied to the d3ta (see for example the
discussion in Govett et al., 1975), and on the variance of the
geochemical determinations.

A general linear model for increasing analytical plus
sampling variance with element concentration seems to be
applicable in el wide variety of laboratory situations
(Thompson and Howarth, 1976). It is therefore quite possible
as a consequence of this that the observed concentrations
from target locations on occasion could be below the
threshold set by the investigator to define "anomalous"
samples and vice versa. If the form of the increase of
variance (which could include field sampling error if
duplicates were taken at this level) with concentration is
known, then it is possible to predict the probability that
background samples will be wrongly classed as anomalous
(false alarm), and anomalous samples wrongly classed as
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under investigation it is probable that the maximum con­
centration which could contribute significantly to the
anomalous population in a subsequent reconnaissance survey
is expected to be 5 ppm (i.e. we exclude the rare events with
concentrations above this from the integration). Figure 24.2B
shows the resulting false dismissal and false alarm error rates
to be expected subsequently if the threshold for defining the
"anomalous" concentrations is changed from 1.5 to 3.3 ppm.
Without the unacceptably high false alarm rate from the
background population (necessitating many check analyses or
follow-up surveys), a significant proportion (24 per cent) of
the anomalies could go undetected even were the threshold to
be placed at the optimum boundary of 2.8 ppm (Fig. 24.2A).
The false alarm and false dismissal rates for the same data
are plotted in Figure 24.2C as the slope (k) in the
equation (J = 0.01 + kC is increased from 0.01 to 1.0 (i.e. the
errors incfease) given a constant threshold of 2.8 ppm. This
figure dramatizes the need for laboratory quality control as a
prerequisite, but also demonstrates that only when the
magnitude of total field plus laboratory error is known can
one gain a reliable knowledge of the likelihood of anomaly
detection among the population of all sites sampled in an
area. This does not, of course, include loss of targets which
went undetected because no sample fell within their range of
influence. There will always be a danger that subtle
anomalies (e.g. related to deeply buried mineralization) may
be missed if they are in the "background" range. This chance
is minimized if the data are plotted in map form, but careful
attention must naturally be given to the selection of class
intervals. Even then, no method will guarantee complete
success.

Discussion

It should be apparent that one of the major problems in
cost-effecti ve geochemical exploration is the adequate
definition of the geochemical target in terms of size, shape,
orientation and likelihood of correct recognition on the basis
of the chemical analysis of the sample. Long-term
acquisition of reliable data from geostatistical studies should
assist in definition of the spatial behaviour of the elements of
interest, both in background and anomalous areas.

If one wishes to find as many targets of fixed size as
possible in a given area from a single field sampling exercise,
then there is no recourse but to put in blanket coverage at a
suitable density. For a fixed number of samples the density
should be made as low and even as possible over the whole
area of interest (other factors permitting). However, a
phased approach based on an initial lower density regional
survey to identify areas more suitable for later detailed
examination would be generally preferable. Rapid low-cost
analytical techniques are generally considered suitable in the
early stages of such work.

A sampling medium which represents a large geo­
graphical area from a point-source sample (e.g. lake or
stream sediment) will be of assistance in areal reconnaissance
of suitable terrain. Where soil or rock sampling has to be
undertaken, the price of more localized sample representivity
will inevitably be a larger number of samples. Systematic
control pf field and laboratory practice should help to ensure
that a target will stand the best chance of recognition. It
should not be overlooked that the increasing availability of
multi-element information on a routine basis could well
enhance the probability of recognition of a potential target
(if only because the joint probability of false dismissals would
be lowered).

Data Storage and Retrieval

The computer forms an ideal medium for the storage of
geochemical data and related field observations. Several
commercial organizations are known to be investing a great
deal of effort in building up data storage and retrieval
facilities, since the ease with which data base interrogation
may be undertaken is felt to justify the installation of such a
facility even without a requirement for sophisticated
statistical processing of the information.

Gordon and Hutchison (1974), Hutchison (1975) and
Merriam (1976, 1977) include papers describing a wide variety
of computer-based systems for storage and retrieval of
geological data. Major files of exploration geochemical data
are held in computer-compatible form by national or state
geological surveys, academic and industrial organizations in
many countries. It is becoming more common for field data
collected in the course of a geochemical survey to be entered
directly on forms designed as keypunch documents for
subsequent computer entry (e.g. U.S. Geological Survey, 1969;
Garrett, 1974a; Plant et a1., 1975; Baucom et a1., 1977).

The general philosophy involved in such systems may be
gleaned from the papers included in Gordon and Hutchison
(1974), Hutchison (1975) and Merriam (1976, 1977). A variety
of generalized data base management systems may be bought,
or leased, from commercial manufacturers thus ensuring
long-term maintenance and updating. However, several
organizations with sufficient in-house facilities have
preferred to develop systems specifically for geological data.
Systems such as GAS (Garrett, 1974b), GRASP (Bowen and
Botbol, 1975), GEXEC (Plant et a1., 1975; Jeffery and Gill,
1976), SIGMI (Kremer et a1., 1976), NOMS (Ferguson et a1.,
1977) and System 2000 (Davidson and Moore, 1978) are typical
of those currently being used for geochemical data files. A
wide variety also exist tailored to the requirements of the
field geologist or igneous petrologist, with which we are not
concerned here. There are those who would argue that data
base management packages supplied by major software
companies or the computer manufacturers are preferable to
home developed packages, on the grounds of reliability,
standards of documentation and, perhaps of greatest
importance, long term maintenance and update of the system.
Against this must be set the fact that such packages are
seldom tailored for the geochemist's requirement,
particularly if a single system embracing data management,
statistical treatment and graphics facilities is required.

In the long run, it is the considerable ease with which
statistical data and simple graphical displays and maps can be
obtained, using integrated data base management facilities to
prepare the requisite information for management decision­
making, which will justify the cost and effort required to
create and maintain this type of facility. For many of the
larger national and industrial organizations, this justification
has now been amply proven.

GEOCHEMICAL MAP COMPILAnON

Location is the key element of exploration data.
Because the eye is well adapted to recognition of patterns in
spatial data, maps have the capacity to present exploration
information with great impact, and the spatial component
becomes an integral part of the compilation and interpreta­
tional process. Comparison of geochemical data with
topographic, geological or geophysical information is
rendered a much easier task when all are in map form at the
same scale, and the geochemical map has thus become a
useful and familiar tool to the explorationist.
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Types of Geochemical Map

Map usage can be divided into three broad categories
generally related to scale: (a) the regional atlas, at scales
upwards of 1:250000; (b) reconnRissance maps, at scales
between 1:25 000 and 1:250 000; and (c) local detail, generally
prepared at the folloW-Up stage at scales between 1:100 and
1:25 000. Within each class variety exists in both the type of
data, and the way in which it is presented.

Regional Geochemical Atlases

While not specifically explorRtion oriented, this type of
atlas provides the broadcst view of largc portions or the
totality of a country. Typically, sampling densities will be
well below l/km 2

, over an area in excess of 10 000 km 2
, and

information for 12 to 30 elements will be includeo, usually
presented as moving-avcrage smoothed maps. To the
explorationist such maps can provide useful information by
defining geochemical 'provinces' within which more intensive
exploration surveys can be framed.

In general, three main lines of approach have emerged:
firstly, extrapolation of the results of detailed studics in type
localities considered to be representative of large areas;
secondly, very low-density multi-stage (hierarchical) sampling
of large units considered to be relatively distinct; and thirdly,
low-density sampling of the entire survey area, mRintaining
where possible a uniform coverage.

The first two methods have generally been applied to
broad units, often relateo to soil type, and while of value to
environmental geochemistry (Tourtelot and Miesch, 1975),
have little application from the mineral exploration
standpoint.

The third approach, however, can provide a rRpid cost­
effective tool for the identification of broad regions within
which conventional mineral exploration surveys might be
applied, and in this context is analogous and strictly
complementary to national geological and soil maps and to
satellite imagery. Generally speaking, samples repre­
sentative of a catchment zone (such as lake sediment or
stream sediment) have been preferred for this type of survey.

Garrett and Nichol (1967) and Armour-Brown and Nichol
(1970) demonstrated the ability of stream sediment sampling,
at densities sparser than one sample per 180 km 2

, to identify
major mineralized belts in Sierra Leone and Zambia. The
regional lake geochemistry sampling program currently being
undertaken by the Geological Survey of Canada (Hornbrook
and Garrett, 1976; Garrett, 1977) at a mean density of one
sample per 13 km 2 has successfully identified a number of
major geochemical anomalies, in some cases relateo to known
mineralization, in the 421 000 km 2 covereo so far. A regional
geochemical atlas of Uganda (Geological Survey of Uganda,
1973) has been completed, based on cuttings from wells bored
for water, and stream sediment sampling where suitable
drainage exists, at overall mean densities of about one sample
per 70 and 260 km 2 respectively. Regional geochemical
atlases of Northern Ireland (Webb et aI., 1973) and England
and Wales (Webb et aI., 1978) based on stream sediment
sampling at a mean density of one sample per 2.8 km 2 have
shown many features of interest from the geological and
environmental points of view, in addition to the major
mineralized districts.

An extensive hydrogeochemical and stream-sediment
reconnaissance of the 7 827 617 km 2 of the conterminous
United States and Alaska was initiated in 1975 e.S part of the
U.S. Department of Energy National Uranium Resource
Evaluation (NLJRE) program, with the aim to obtain uranium
data for stream and lake water, groundwater and stream and
lake sediments. It is hoped to complete the 621 NTMS l°x2°
quadrangles, wi th average sampling derlsities of the order

1/13 km 2 and 1/25 km 2 for stream sediment and groundwater
samples respectively, by 1983. Currently, some 60
quadrangles have been sampled and are being analyzed for up
to 40 elements (Benoix Field Engineering Corp., 1976, 1977,
1978). This project will undoubtedly provide a source of
multi-element regional geochemical atlas material of
immense interest.

Clearly, the compilation of national multi-element
geochemiccl! atlases is a responsibility which lies with
government. In the context of resource appraisal
(particularly in the Third World), the diversity of
requirements for mineral exploration, agriculture, public
health, land-use and pollution emphasize the necessity for a
multidisciplinary approach aimed at establishing the best
methods of acquiring and presenting regional geochemical
information, and for research to develop interpretational
criteria to meet the differing interests of all the eventual
users (Webb and Howarth, in press). In many parts of the
world even a preliminary broad-scale coverage will take a
considerable time to accomplish. In the meantime, recon­
naissance geochemical surveys of very extensive areas have
been, and ~re being, undertaken by national and internRtional
agencies and industry.

Reconnaissance Geochemical Maps

Surveys in this class are mainly undertaken by
government agencies and industry. The objectives are to
identify areas of economic interest and select specific
targets for more rletailed follow-up investigation. Physical
and climatic conditions, and (in some cases) the degree of
man-made interference determine the kind of sampling media
used. The more common sampling media include stream
sediment, lake sediment, and soil, till and rock where
appropriate. Lake, stream and spring or well waters are less
commonly used. Sampling densities generally range between
2/km 2 and 1/25 km 2

• Semi-airborne geochemical surveying
techniques (such a~; the Barringer Research Surtrace method
based on sampling the surface microlayer from the air) hold
considerable promise for the future.

The most valuable and commonly produced geochemical
map types show firstly, the sample location and secondly, the
element analytical value at the sample site. These are being
supplemented with increasing frequency by various types of
'derived' maps which incJnde those in which some kind of
geochemical surface is fitted to the data, either to show
broad-scale trends or deviations from them, the results of
statistical or numerical manipulation of the data, or maps of
multi-elernent combinations.

While many industrial reconnaissance scale surveys are
still restricted to, say, 3 to 5 elements, in recent years there
has been an increasing tendency for surveys undertaken by
government agencies to cover a wider range of elements (e.g.
Plant and Rhind, 1974; Wolf, 1974, 1975; Bendix Field
Engineering Corp., 1976, 1977, 1978; Larsson, 1976;
Cockburn, 1977; Baucom et al., 1977; Nichols et aI., 1977).

Local Geochemical Maps

The results of an intensive detailed survey, often with
sampling densities of 10 to over 100/km 2

, can be presented in
any of the ways described under reconnaissrlnce. Soil samples
are most commonly used for this type of survey, and since the
area is usually small can be considered relatively
homogeneous, so that contouring the element concentrations
is often used.
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Map-Plotting Equipment

There are now a wide variety of possible media on
which maps may be produced. Criteria for their choice
include: the purpose of the survey (e.g. government or
industrial use); ease of availability; size of output, print
quality and ease of reproduction; physical stability of the
final product; the duration for which the map will be
required; and special characteristics such as colour plotting
capability.

Pen plotters are probably the most widely used output
medium for maps. The older drum plotters often suffered
from paper stretch and inadequate inking of symbols, but
have been much improved recently. Flat-bed plotters can
attain very high cartographic quality and can cope with large
map sheets. They usually have the ability to scribe high
quality masters on to specially stable material for subsequent
reproduction, and many have the capability of optical
projection of symbols on to stable photographic film. Black
and white line symbols are used generally, although some
plotters have a colour pen capability. Unless optical plotting
is used, large areas of tonal symbols may be tedious to
produce. The lineprinter is one of the cheapest and most
widely available media and is commonly used for posting data
values or plotting tonal maps using overprinting. Special
printer chains or coloured print ribbons can be used if
required. Large maps can be made by sticking parallel strips
of output together, but paper stretch may be a problem.
Electrostatic or thermal printers produce similar output,
although more flexibility in character generation may be
achieved (allowing square symbols and a wide range of tonal
symbols) but again paper stability may be a problem.

Computer-generated microfilm is becoming increasingly
available. The cost per 35 mm frame is generally low,
although high quality photographic treatment is required to
preserve accuracy in the final enlargement. Most modern
microfilm plotters have very good line definition, some with a
variable line intensity capability. Colour microfilm plotters
are still uncommon, although effective colour-separated
masters for coloured maps may be generated on black-and­
white film (Schweitzer, 1973; Mancey and Howarth, 1978).

Plotters using a laser beam to produce repeatable
variable intensity images (with 16 or more grey levels) on
sheets of dimensionally stable photographic film, are now
being used extensively for production of seismic cross­
sections and remote sensing imagery. They are all capable of
producing larger original images than microfilm, and are well
suited to the generation of colour separated masters for
subsequent colour printing (e.g. Webb et al., 1978), although
some devices can now plot directly onto colour film.

A new type of colour plotter using jets of cyan,
magenta and yellow ink to draw directly onto paper was
originally developed in Scandinavia (Smeds, 1976) and is now
coming into general use. Early problems with ink colour and
stability have now been overcome, and recent examples of
maps produced with this type of plotter are of very good
quality (J.G. Knudsen, pers. comm., 1978).

Exploration geochemists concerned with the rapid
exam.ination of geochemical map data as an aid to decision­
making, rather than elaborate final copy, have at their
disposal an enormous range of interactive computer display
terminals, with which the ease of changing parameters (such
as: class intervals, the number of contours and their levels,
user-controlled values determining the type of contouring or
moving average calculation to be performed) and redisplaying
the result immediately is maximized.

Alphanumeric terminals can display text or a number of
special characters (with up to 7 colours on some terminals)
and may be used for lineprinter-like output. Graphic

terminals, which can display accurate line drawings, or in
special cases many grey levels or colour, are available in a
wide variety of costs and capabilities. The two basic types
are (1) storage tube displays, in which a large quantity of line
information is drawn on a special long-persistence phosphor,
and to change the image the whole screen must be replotted;
and (2) "refresh" displays in which the image is rapidly and
continuously redrawn, as with a television picture, which
gives a greater flexibility for particular types of graphic
operations such as real-time rotation of figures in two or
three dimensions. This last facility is particularly useful for
the inspection of three-dimensional views of geochemical
surfaces (Botbol, 1977).

While ease of map production, time and cost may be the
ultimate criteria to the geochemist, it is inescapable that as
the complexity of the data increases the visual design aspects
of the display play an increasingly important part in helping
the geochemist to extract the maximum of information from
the map.

Geochemical Basemap Requirements

Before examining the various types of geochemical map
we consider the requirements for the basemap on which the
geochemical data are to be plotted. The relevant factors are
contents, scale and map projection, and reproduction proccss.

The main function of the basemap is to provide ready
and adequate information so that a sample site can be located
geographically. Where available, geological and possibly
geophysical information may be included since it will be
relevant to the interpretation as well as the geochemistry.
The use of overlays may be helpful, as an overly complex
basemap may be self-defeating when it comes to recognition
of the geochemical patterns, particularly at the regional
scale. The topographic information in the basemap may be
derived from maps published by government agencies (where
available, there are still many parts of the world not mapped
at scales below 1:75 000), or from air photograph mosaics. It
is usually necessary to enhance, by tracing or selective
reproduction, the features relevant to the survey.

The map scale will depend on the area of the survey,
the density of sampling and the kind of data to be included.
A good choice will result in a small number of maps of
convenient size on which the relevant information can be
shown with clarity. Hawkes and Webb (1962) suggested that
for a map in which individual sites are to be shown, a scale
such that sample points are usually about on-quarter inch
apart results in a pleasingly legible map. A confused
overlapping of symbols should be avoided at all costs.

The choice of a particular reproduction process depends
on the availability of plotting and reproduction equipment,
cost and user requirements, and may range from dye line
reproduction to photo offset-lithography or other methods in
government survey work. It should be borne in mind however,
that' unless the basemap and subsequently reproduced geo­
chemical maps are on dimensionally stable materials
significant stretching may occur in a relatively short time.
The addition of the computer-generated geochemical data to
the base map can be done by plotting on to it directly, by
plotting on a blank medium and then jointly reproducing the
two to generate the final map, or by use of transparent
overlays.

Sample Location Map

This is produced during the survey by recording the
position and corresponding sample identification on a topo­
graphic or other working field map, or air photograph.
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Experience has shown that human recording of location
co-ordinates in the field is prone to significant error (e.g.
inadvertently reversing digits in the numbers). Automatic
recording of site co-ordinates directly from the field
document can conveniently be carried out by placing it on an
X- Y digitizer (of which several types are now available), the
operator moves a cursor from point to point, entering the
location co-ordinates automatically. Relevant topographical
or geological information may also be encoded at the same
time for later computer-aided drafting (U.S. Geological
Survey, 1969). The computer can subsequently be used to
convert relative site positions in terms of the digitizer table
co-ordinates to UTM or other grid co-ordinates and to make
any appropriate transformations for the required map
projection.

Computer-assisted drafting of the sample location map
will often save time and will certainly improve accuracy in
the final result.

Geochemical Map Presentation Techniques

In this section we review a variety of different methods
used to make geochemical maps, all of which may be
implemented by computer plotting, and the computer has
widespread applications as a tool to aid the selection of
appropriate class-intervals, even if the maps are subsequently
drawn by hand. While we illustrate the methods with
reference to elemental concentration values, they are equally
applicable to the mapping of associated information such as
pH, stream characteristics, overburden thickness, etc.

A recent survey of methods of selection for class­
intervals (Evans, 1977) found at least 16 have been used in
practice. Of these, the use of: 'natural breaks' in the
frequency distribution; class width defined as a proportion of
the overall standard deviation; arithmetic or geometric
progressions of class width; and percentile classes (in which
each class contains a known percentage of the data) appear to
be the choices most often used by the geochemist. (Class
selection is returned to under Univariate Statistics, below.) It
should not be overlooked that there is usually an unstated
assumption that every map should permit its users to
unambiguously identify the class to which each individual
symbol belongs. The upper limit to the number of distinct
shadings or sizes of symbol which the human eye can
distinguish is generally taken as seven or eight, and would
only exceptionally exceed ten. If the map is to be used
simply as a spatial data bank, then writing the actual values
onto the map is clearly desirable. However, if it is to be used
to study the overall spatial pattern of the map, to assess
contrasts between different places (e.g. look for geochemical
'anomalies') or to compare the patterns of different element
distributions then some kind of symbolism is desirable.
Reducing the number of classes may achieve simplification at
the expense of local contrasts.

Values may be shown on a map by numbers, symbols,
symbol-number combinations, and contour-like patterns. We
consider first, methods related to showing the value at a
discrete site (point-symbol maps), and secondly maps
emphasizing the distribution of regional or background
patterns of variation, such as contour or trend-surface maps.

Point-Symbol Geochemical Maps

Sample Value Map

The simplest type of map is one in which the element
concentration is written at the collection site as a numerical
value. This avoids possible bias on the part of the mapmaker
by not putting the data into symbolic classes for presentation,

but unless the scale is carefully chosen to avoid overwriting
of concentration values, and the values themselves are colour
coded into broad classes, it may be extremely difficult to
make out patterns without subsequent contouring by hand
(with all its attendant difficulties, see below).

Symbol Map

A widely used method is the designation of the sampling
location by a symbol. By varying in shape, size and internal
detail, the symbol can serve the dual role of indicating both
site and element value. A convenient set of symbols can thus
be used in a map, each symbol denoting a class or a range of
element values. The choice of classes can be based on the
results of numerical evaluation of the data and the symbols
will then indicate some level of significance. This can be a
useful aid for anomaly identification.

Symbol-only maps have the advantage of clarity and
minimum overprinting (Fig. 24.3). They are most useful
where element values have a narrow dynamic range so that a
symbol will represent a value within a few units of
significance and analytical resolution. A wide variety of
black and white symbols may be easily drawn using a pen or
light-spot projection flat-bed plotter (e.g. Garrett, 1973b), or
microfilm (e.g. Baucom et aI., 1977).

Proportional symbols have been used in a variety of
ways. A proportional width 'worn diagram' method has been
used for manually produced maps of stream sediment surveys,
whereby the stream is enclosed by parallel lines whose
separation is proportional to the element value along the
sampled section of the stream (e.g. Gregory and Tooms,
1969). It is however, very laborious, of limited value and
unsuited to automated drafting. Proportional line lengths are
being used for reconnaissance maps of Scotland (Plant and
Rhind, 1974; Experimental Cartography Unit, 1978).
Dickinson (1973) in discussion of this type of symbol noted
that while it is easy to estimate visually (either unaided, or
with the help of some kind of scale) and is thus useful to
determine concentration at a given location, "the linear
nature of the symbol makes it very difficult to accommodate
a range of quantities of any great extent ..• as its size
increases the visual 'weight' of the bar becomes more and
more detached from the actual locality it is supposed to
symbolize and the message of the map becomes rather vague
from a distributional point of view". Experimental tests
(Rhind et a!., 1973) confirmed the difficulty of assessment of
background values with this type of symbol, although it may
be useful for giving an idea of local variability (J. Plant, pers.
comm., 1978). Provided overlap of adjacent symbols is not
disadvantageous, proportional circles or squares can better
encompass a wide dynamic range than linear symbols, area
being proportional to concentration. Errors in estimation are
generally lower using proportional squares (Dickinson, 1973),
although circular symbols appear to have been used more
frequently in geochemical studies (e.g. Dall'Aglio, 1971;
Barringer, 1977).

The use of graded (shaded) symbols seems to have been
much more widespread than that of all types of directly
proportional symbols (e.g. Webb et al., 1964; Garrett, 1973b;
Hornbrook and Garrett, 1976; Baucom et al., 1977; Cockburn,
1977). Colour-coded dots have occasionally been used (e.g.
Nichol et al., 1970), each colour being based on a black and
white master produced from microfilm (Nichol et al., 1966).

The limitations of the completely symbolic map become
apparent with wide dynamic ranges which must be covered
either by a very large number of symbols, thereby losing
simplicity and convenience of use, or by having symbols
represent classes of values too wide for adequate resolution.
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Figure 24.5. Derived regional map: 5th degree polynomial
trend surface used to approximate the regional component;
5 ppm contour interval.
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surveys these prerequisites are seldom met and therefore in
most cases contouring of untreated concentration values may
not be justified; it may however be possible at a local scale,
or at a broad regional scale.

Following Rhind (1975) we may divide surface-fitting
methods in to two broad classes: firstly, global methods in
which a generalized "trend surface" represented by a
polynomial equation, is fitted to the entire data set; and
secondly, local methods which include contouring in general,
with moving average and kriging being regarded as different
types of interpolation functions.

Trend Surfaces

Very broad-scale regional variation is approximated by
fitting a surface of simple geometric form, normally a
polynomial equation in two dimensions involving powers and
cross-products of the (x,y) spatial co-ordinates and (z) the
element concentration values. The 'degree' of the fitted
surface corresponds to the highest power term used. Trend­
surfaces are usually 1st (linear), up to 5th (quintic) degree
(Fig. 24.5), although higher powers have occasionally been
used. So-called Fourier surfaces are similar and involve sine
and cosine terms but do not seem to have been used for
exploration geochemistry problems. Trend-surface analysis
requires a certain amount of care both with programming
(e.g. Agterberg and Chung, 1975) and interpretation, as the

Symbol-number Map

By explicitly printing the measured element value next
to a proportional or graded location symbol (Fig. 24.4), the
geochemist has a convenient graphic representation of the
element values, yet is not limited to accepting the inter­
pretation of significance inherent in the classes chosen for
the map. While the added information in such maps may
create some problems of legibility and overprinting, these can
be minimized by choosing a suitable scale, and shifting the
position of the numbers where necessary. The advantages of
this kind of presentation usually greatly outweigh the minor
drawbacks, and it is widely used by many exploration
geochemists.

Background-related Symbol Map

While quali tati ve considerations based on experience,
intuition and general knowledge of the area have a significant
role, a quantitative evaluation of the geochemical informa­
tion should be very useful. The geochemist will usually start
this evaluation by applying a basic statistical treatment to
the total data set. From inspection of the frequency
distribution histogram, the cumulative curve, or knowledge of
the mean and standard deviation, 'background' and 'threshold'
limits may be defined, and the element classes selected
accordingly. The samples could now be divided into
statistically anomalous and 'background' classes.

While this selection process will satisfy the statistician,
we must remember that our targets are spatial geological
anomalies, not just statistical. Since the population consisted
of all the samples, it is clear that for statistical significance
to be geologically relevant the data should have one uniform
background population. Reconnaissance surveys usually cover
several lithologies, each providing a distinct geochemical
background. This creates the possibility that samples which
would be anomalous within their local environment will not be
statistically anomalous in the total population. Conversely, a
value which appears anomalous in the total population might
be geologically insignificant if the sample is from an area of
high local background.

The background-related symbol map (which Martin
terms the 'justified measured value map') is similar to the
symbol-number map described above, as it includes the actual
element value and a grading symbol. However, whereas in
the earlier map the grading was based on overall statistical
parameters, the symbol now reflects the significance of a
sample within a group with similar background. To prepare
this type of map one must first know the background
determining factors (such as underlying lithologic units) and
use these to divide the data into groups of compatible
samples. Statistical parameters are then computed for each
group and are used to produce the justified grading by one of
the standard methods of class selection. The computer is
invaluable for this type of work, making use of integrated
data base manipulation and statistical tools.

Maps Emphasizing the Regional Geochemical Distribution

The emphasis so far has been placed on individual
sample locations. However, for further interpretation it may
be useful to take into account variations in the topography of
the regional geochemical surface of element concentration
values. Before considering suitable methods to do this, it is
essential to realize that for the extrapolation from the data
points to a more general surface to be valid, the area under
consideration must be considered homogeneous, and the
density of the sample points must be sufficiently
representative of a continuous surface. In reconnaissance
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orientation of the surface may be sensitive to the number of
data points and their disposition (Howarth, 1967; Norcliffe,
1969; Chayes, 1970a; Doveton and Parsley, 1970; Shaw, 1977).

The element value at a location is assumed to be a
product of both the geological environment at large (the
regional component, represented by the trend-surface) and
local variations imposed on this surface (residuals). Trend­
surface analysis separates these two components in an
arbitrary fashion. The residual value (difference between the
measured concentration and the regional surface value) may
be used as an indicator of anomalous mineralization, and
mapped (e.g. in symbol-number form), class selection being
based on statistical analysis of the residual values. Examples
of trend analysis in exploration geochemistry include Connor
and Miesch, 1964; Nackowski et al., 1967; Nichol and Webb,
1967; Cameron, 1968; Bosman et al., 1971; Brabec and White,
1971; and Lepeltier, 1977.

Garrett (1974b) concluded, based on both his and
E.M. Cameron's experience, that "the method has a limited
application to either very broad regional surveys, or very
detailed local surveys, and in either case the order of the
surfaces should not exceed quartic at the maximum. Bearing
in mind the heterogeneity of individual rock-units and whole
survey areas we are not convinced that a polynomial model is
appropriate as we do not have, in the vast majority of cases,
a sufficient knowledge of the true pattern of areal variation
and the included discontinuities".

Contour and Related Maps

One of the commonest methods of representation of the
regional component of the geochemical surface is by
contouring. Contour maps may be produced manually or by
computer techniques. It is a common fallacy that all humans
can produce "good" contour maps, because one has only to
give the same point source data to a number of persons to
contour to find out how much subjective variation can be
introduced.

The steps involved in computer contouring from a given
set of data points all involve some subjective choices of
methodology but once the parameters for a particular method
have been chosen, subsequent contouring is completely
objective and reproducible providing the sampling density is
adequate. The initial choice is the size of the square mesh on
to which the data values are to be interpolated; related to
this is the method used to choose the number and disposition
of the data points surrounding each grid node (nearest
n-neighbours, quadrant or octant search) on which the node
value will be based, and the distance weighting assigned to
each point (inverse squared distance is commonly used).
There are a large number of possible algorithms upon which
the interpolation is based, typically between three and ten
points per node are commonly used.

Most contour interpolation techniques are exact at the
data points (although this is not necessarily true of methods
based on polynomial interpolation), but it is quite possible for
spurious maxima and minima to be generated in intermediate
areas as artifacts of the methods used (although these may be
of small magnitude). There are few comparative studies of
the results of different contouring algorithms (Walden, 1972)
and no general guidelines have yet emerged about techniques
best suited to geochemical data.

The geostatistical Theory of Regionalized Variables
(mentioned earlier in the context of sampling) provides in
kriging or universal kriging a method yielding an optimal
exact linear interpolator (the kriging estimators match the
true values at the locations of the data points), which is also
unbiased, and optimum in that the estimation variance is
minimum (see Huijbregts and Matheron, 1971; Olea, 1975;

Guarascio et al., 1976; David, 1977). The weights used in the
kriging estimator reflect the spatial autocorrelation within
the surface and the distribution of the data points. The
estimation variance is a superior measure of probable error in
the map compared with the more usual variance of residuals
from a fitted surface, or variance of the data values within a
cell.

This approach has so far been mainly applied to
problems in ore reserve analysis and has yet to be explored as
a tool for geochemical mapping.

Because of the noisy nature of much geochemical data
(field and analytical variability), moving average methods
have long been applied to extraction of the local background
variations at broad-scale regional or more detailed scales,
density of the data points permitting. A square, or circular,
window is passed across the map area and the average value
of all data points within it is assigned to the grid node (or,
more rarely, to the centroid of the data point locations).
Variables include window size, degree of overlap (if any)
between successive window positions, and the weighting
function used. The resulting map is usually contoured (Nichol
et al., 1966; DeGeoffroy et al., 1968; Wolf, 1974, 1975;
Hornbrook and Garrett, 1976; see Figs. 24.6 and 24.7). An
alternative approach has been to present the map in a cell
form, using small square or rectangular cells (the latter
corresponding to the lineprinter print positions). This avoids
the computational overheads of contour-threading, while still
presenting the spatial patterns of variation satisfactorily

-----
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Figure 24.6. Derived regional map: Weighted moving
average using 3 km radius window applied to the same
original data used to obtain Figure 24.5, 5 ppm contour
interval.
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AlternQti ve methods for enhancing anomalous patterns
using mapping techniques have been in experimental use at
AGRG, London, for some time and include high-pass, picture
frame and Kolmogorov-Smirnov filters (Howarth, 1974).
Current work with regional geochemical data from the United
Kingdom, Canada and the United States is yielding
encouraging results.

Multi-element Geochemical Maps

In many cases the interaction of more than one element
may be of relevance to the interpretation of the geochemical
map. A simple example would be the mapping of elemental
ratios to manganese in stream sediments from areas where
manganese coprecipitation is known to take place. Multi-arm
'wind rose' symbols, in which arm length is proportional to
concentration and each element has a specific arm orienta­
tion, have been used (Rhind et al., 1973; Plant and Rhind,
1974; Experimental Cartography Unit, 1978) for point-symbol
maps at a reconnaissance scale. Colour-mixing techniques
for three elements at a time (in which each element is
represented by either a cyan, yellow or magenta map, with an
intensity proportional to concentration; the resulting colour
mixtures of the three maps when superimposed show relative
compositions) have been successfully used at a regional scale
for maps produced by lineprinter (Howarth and Lowenstein,
1976), laser plotter (Lowenstein and Howarth, 1973; Webb
et al., 1978), and microfilm (Mancey and Howarth, 1978). A
related technique for radiometric data has been described by
Linden and J\kerblom (1976).

These are all essentially cartographic devices which
attempt to use graphical, rather than statistical, means to
optimize presentation of multi-element data for comprehen­
sion by the geochemist. They can be regarded as further aids
to interpretation and would generally be thought of as
complementary to the original single-element maps.

Statistical methods which have been used in conjunction
with multi-element interpretation include multivariate
regression and the mapping of factor scores, and are
considered later.

J
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Figure 24.7. Derived regional map:
with 6 km radius window.

(Howarth, 1971a; Howarth and Lowenstein, 1972, 1974; Webb
et al., 1973). More recently, the use of recursive line-by-line
moving average methods has enabled the processing of data
sets in the order of 50 000 samples with minimal use of
computer storage (Webb et al., 1968; Fig. 24.8).

For interpretational effectiveness the regional contours
and the residual values are often plotted on the same map
(see Fig. 24.9). Among the more significant advantages of
this method is the dual use of the regional component as a
flexible, continuously variable background estimator, and as a
direct aid to geologic mapping. The full realization of the
potential benefits depends on the choice of a computational
technique and parameters for the regional component which
optimize the sampling density and best reflect the underlying
geological features of the survey area.

While computer-contoured maps can look aesthetically
pleasing, too often the geochemist is unaware of the method
used to produce them. One should always be prepared to
discuss the exact basis of the interpolation and contouring
techniques used with the mapmaker. Facilities such as
contour annotation, smooth contours, suppression of contours
where they bunch too closely together, a variety of line
styles, and blanking out of contours in areas of inadequate
control are available in some contouring packages, but
sophisticated graphics are computationally more expensive to
produce.

UNIVARIATE STATISTICS

It is apparent from information we have obtained from
many countries that the majority of geochemical exploration
programs encountered in industry tend to be considered on a
single-element basis, from the points of view of both data
description and interpretation. There are indications that
national geological surveys, research institutions and
universities in the more advanced countries are applying
multivariate techniques, but these have not become wide­
spread in industry.' The reasons for this are probably twofold:
(1) the lack of routine analysis for, say, 5 to 30 elements
means that the problem of interpretation of complex multi­
element interrelationships is partly avoided (although the
investigator may thereby be missing helpful information); and
(2) the lack of adequate computer facilities for geochemists
in many countries makes effective use of more than the most
elementary statistical techniques impossible. This situation
can be expected to change rapidly during the next few years
as computers are now becoming very much cheaper, as well
as more powerful, in the'mini- and rnicro-computer market.
A third problem is the time and personnel involved in
preparation of the data for entry to the computer (Lepeltier,
1977) which usually necessitates writing data on coding forms
for punching of cards or, more recently, direct key..-to-disc or
terminal entry systems. Data-logging devices are ideally
required for ease of transfer of multi-element data for
analytical systems with a throughput of several hundred
samples per day.
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Figure 24.8.

Moving average smoothed cell means for
manganese in stream sediments over England
and Wales, based on approximately
50 000 samples.
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It is arguable that for the interpretation of only a few
elements, the computer offers little advantage over a
roomful of people collating data manually and plotting it on
maps. If one is content with single "one-off" exercises with
inherent human error, this is probably a fair statement.
However, once the data have been encoded, the computer
affords the flexibility to repeat investigations rapidly with
changed parameters. This is equally true of the study of a
frequency distribution, where choice of class-width can be
critical, as of more complex situations such as decomposition
of frequency distributions, multivariate statistics, or
computer mapping (discussed earlier). The computer however
has been used successfully in many projects in exploration
geochemistry for the relatively unsophisticated tasks of
converting instrumental output to concentrations, and
generating histograms prior to the preparation of maps (even
if these are plotted by hand). As mentioned earlier, one of
the initial time-consuming tasks is the preparation of the
data for the computer.

Elementary Statistics

Miesch (1967a, 1967b) reviews the fundamental
univariate aspects of geochemical error and estimation of
abundance. However, one of the practical problems which
can arise in calculation of even elementary descriptive
statistics such as the mean and variance, is their accurate
calculation without storage of all the values in the computer
at one time, and on a machine in which the number of binary
"bits" representing the concentration value is relatively small
(it can commonly vary from word-lengths of 8 to 60 bits for
single precision arithmetic on different computers). Ling
(1974) reviewed possible algorithms for the computation of
sample means and variances and recommended two pass
methods using M I ='Lx./n followed bl M2 =M I + 'L(x. - MJl/n
and 52 = 'L(x. - MJl2 - 1['L(x. - MI)] In, where n I is the
number of s§mples. The vatiance is then S2/(n - 1). For dis­
cussion of one-pass algorithms (which have to be chosen to
some extent with regard to the data characteristics) the
reader is referred to Ling's paper. A similar approach can be
used to build up matrices of cross-products in the
multivariate case. If equal class widths are used for
histogram computation, the frequency counts may be built up
without storing all the values of the element in core at one
time, and algorithms for cumulative frequency plots on the
lineprinter are available (e.g. May, 1972). Burch and Parsons
(1976) recently proposed a very simple new test for normality
based on use of the cumulati ve curve.

Threshold Selection

The major interest in univariate statistical analysis has
focussed on the problems of anomaly threshold determination
and the decomposition of poly modal frequency distributions.
Criteria based on a cut-off point of the arithmetic mean plus
2.0 standard deviations (Hawkes and Webb, 1962; Lepeltier,
1969), or less commonly utilizing the "geometric deviation"
(calculated as for the standard deviation but differencing
with regard to the geometric mean) or empirical criteria, are
being abandoned by several institutions in favour of either
percentile cut-offs based on the actual frequency distribution
(i.e. the concentration values exceeded by known percentages
of the data), or the results of frequency distribution splitting
(see below). The appropriate percentiles to use will depend
not only on the form of the frequency distribution, but also on
the size of the data set (e.g. the 95th percentile for 1000
samples would include 50 points, but the equivalent would be
500 points for 10 000 samples, which might be undesirably
large in spatial terms in a final map). A percentile-based
criterion however does have the advantage of exact
comparability from one element to another irrespective of
the forms of their frequency distributions. An inconvenience

is that the threshold would be different for data from
different areas, whereas a purely arbitrary criterion can
remain fixed during the lifetime of a continuing project. The
penalty of the latter is usually insensitivity to differing
regional background values. The interrelationship of
threshold and sampling-plus-analytical error has been
discussed earlier. More complex geochemical criteria have
also been advanced for anomaly recognition (e.g. Dubov,
1973; Cachau-Hereillat, 1975).

Splitting Frequency Distributions

Techniques for the decomposition of mixed frequency
distributions are now fairly well known, and a useful survey
has been given by Clark (1976). Probably the best known
graphical methods in geochemistry are those of Lepeltier
(1969) and Sinclair (1974, 1975) which are based on analysis of
the cumulative distribution of concentration values. The
splitting of the cumulative distribution into straight line
segments by Lepeltier (1969) implies the relatively unusual
situation of mutually truncated populations whereas the
fitting of a smooth-curve, used by Sinclair and others,
assumes mutually overlapping populations, which is probably
more realistic. Bolviken (1971), Parslow (1974) and Sinclair
(1975) illustrate families of smooth cumulative curves which
may be encountered with two mixed normal distributions, and
McCammon (1977) gives a Fortran subroutine for calculating
percentiles of such distributions. The graphical approach is
straightforward to apply, but may be somewhat subjective (it
can be difficult to pick the inflection point(s) by eye), and
may give misleading results for small populations.

Numerical methods are well suited to computer evalua­
tion. Clark and Garnett (1974) described estimation of
parameter values by a nonlinear least-squares technique,
which minimizes the sum of squared differences between the
observed and expected frequencies up to each class end-point,
based on the cumulative normal distribution. A Fortran
program (Clark, 1977) has been successfully implemented on a
mini-computer and is well suited for interactive use; it has
given excellent results with minimum chi-square values in
comparative goodness-of-fit tests against other methods
(Clark, 1976).

The temptation when splitting multi-modal distributions
by either graphical or numerical techniques must be to fit a
new distribution corresponding to each small irregularity in
the cumulative curve. Here one must have regard to the
confidence belt around the observed distribution (e.g. fitting
bounds on the basis of the Kolmogorov-Smirnov statistic, cf.
Stevens, 1974), and it is reasonable to suppose that in the
context of a geochemical map the populations might also be
geographically distinct (0. Celenk, pers. comm. 1972;
I. Clark, pers. comm. 1976-7; Govett et al., 1976). Examples
of the decomposition of frequency distributions in exploration
geochemistry are cited by Brabec and White, 1971; Lenz,
1972; Bolviken and Sinding-Larsen, 1973; Sinclair, 1974;
Montgomery et al., 1975; Sinding-Larsen, 1977; and Lepeltier,
1977, and graphical methods are known to be in wide use
among mining companies.

Techniques also exist for dealing with censored
frequency distributions (i.e. in which the number of
determinations falling below detection limit is known, but
their exact values are not), both graphically on the basis of
the cumulative curve (Sinclair, 1976) and from the point of
view of estimation of mean and standard deviation corrected
for the degree of censoring (Cohen, 1959, 1961, also cited in
Miesch, 1967b; Selvin, 1976) or the computer method of
Hubaux and Smiriga-Snoeck (1964). Such corrections can be
of great importance when it is required to compare
abundance estimates from two or more data sets in which a
significant proportion of censored data occur.
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Data Trans{ormation

A problem of continuing interest in the exploration
context is how helpful it is to apply logtransformation to
"pseudo-lognormal" distributions. Such distributions are
commonly positively skewed and have a high kurtosis, thus
superficially resembling a lognormal distribution, and are
often composed (in exploration geochemical data at least) of
aggregates of smaller populations over a large geographical
region. Recent papers (Link and Koch, 1975; Govett et a!.,
1975) and ensuing correspondence (Chapman, 1976b) have
suggested that logtransform may not always be appropriate
for estimation of the mean, owing to introduction of a
(generally small) bias; and that log transformation will often
enhance the contribution of background with deleterious
effect on the recognition of high concentration values
particularly in a multivariate situation. Miesch (1977)
suggests that a small bias in the estimate of the mean may be
preferable to a very wrong answer because the method of
estimation is inefficient, and also that log transformation is
desirable to reduce dependency of error variance on the
magnitudes of the means (a common situation in analytical
data, as discussed earlier): this is particularly important for
analysis of variance and it enables one to examine
proportional differences in the data. It is clear from
Chapman's reply (1977) that, for him at least, this
controversy hinges on the recognition of anomalous
populations and the interpretability of the results gained from
log transformed data. Many would agree with Miesch (1977)
that alt.hough "there are many situations in geochemistry
where a log transformation of the data is inappropriate, ...
log transformations are helpful far more oft.en than not".

A more general nonlinear power t.ransform exists for
which the lognormal distribution is a special case (Box and
Cox, 1964):

z =(x
A

-- 1)/A, A f- 0 I
z = logex, A =0 I

The value of A being chosen t.o mInImize departures of eit.her
skewness, or skewness and kurtosis, from that of the normal
distribution. Continuing investigations at AGRG, London, on
a variety of data sets suggest that this provides a most useful
alternat.ive to the usual logtransformat.ion. Initial results are
encour3ging and a variet.y of computer methods exist. to
optimize A(Howarth and Earle, 1979). This transform is
further discussed in the next section.

MULTIVARIATE STATISTICS

In contrast to univariate analysis, in which the
computer is often performing functions that could be
undert.aken manually (although once the geochemical data
have been encoded, it is generally much faster and more
accurat.e than the human), - multivariate stat.istical an31ysis
allows us to investigate complex int.er-element relationships
that would be prohibit.ively t.ime-consuming to undertake by
hand, even if it were humanly possible.

Our recent survey of computer usage among mining
companies, national geological surveys, research institut.ions
and universities suggests t.hat multivariate statistics are
being little used among exploration geochemists as a whole,

but where adequate computer facilities exist. regression and
correlation analysis are the most common applications;
principal components or fact.or analysis, discriminant
analysis, and cluster analysis being relat.ively little used.
Davis (1973) gives a very readable introduction t.o these
t.echniques.

In most. institutions reliance is generally placed on
exist.ing st.3tistical packages for general use. Slysz (1973)
gave an int.eresting survey of the contents of various standard
packages for mult.ivariate data analysis with comparative
t.ime and cost evaluat.ions, and showed some major
performance differences among them. Anyone considering
which package to use would be well advised to consult. his
paper, although comparative evaluations of accuracy could
have usefully been included. Those which seem to be used
most. often by exploration geochemist.s arc BMD/BMDP
(Dixon, 1975), SPSS (Nie et a!., 1975) and, in earlier work, SSP
(IBM Corp.). A vast range of special programs are also
available (particularly for factor and principal components
analysis, discriminant analysis, and cluster analysis).

It. is surprising how often, when re-running older
"st.andard" computer programs with the more powerful
debugging compilers now available, erroneous code appears to
have been released on the unsuspect.ing~ Users are cautioned
particularly t.o ensure that they have reliable algorithms for
operations such as matrix inversion and determination of
eigenvalues! since these can make a significant. difference to
the result of a calculation. However, programs tailored for
the handling of the very large data sets commonly
encountered in exploration geochemist.ry have generally to be
developed by the users themselves.

Correlation

Correlation is a measure of the extent. to which one
element varies either sympathetically or antipathetically
wit.h anot.her. The familiar Pearson linear correlation
coefficient (Pearson, 1899) is easily calculated (e.g. Davis,
1973) and can be very informative. It was shown in the
discussion of univariate st.atistics how t.he necessary cross­
products of deviat.ions from the mean could be accumulated
wit.hout having to store a large data-mat.rix in t.he computer.
However, as was point.ed out by Howarth (1973a) and
Chapman (1976a), the correlation matrix msy be seriously
affected by: erroneous or "wild" data values; the presence of
more than one geochemical population in the data; very
common sample types which may overwhelm the
characteristics of less usual samples; scaling of the dsta, e.g.
logtransformat.ion, will affect. the correlation coefficient.s
obtained; and test.ing the significance of the Pearson
coefficient requires that the elements are approximately
normally distributed. The number of samples needed to
reliably est.imate t.he multivariate correlation matrix should
preferably be at least 10 times the number of element.s
involved (Howarth, 19738; Trochimczyk and Chayes, 1977).
Alternatives such as the non-parametric Spearman (1904) and
Kendall (1938) rank correlation coefficients are more
complex to compute (see, for example, Siegel, 1956) and may
be too time-consuming to use in pract.ice (Chapman, 1978).

In many cases a matrix of Pearson correlation
coefficients bet.ween all element pairs will give much useful
informat.ion on t.he structure of inter-element relationships

! The NAG (NAG Central Office, Oxford OX2 6NN, England) and IMSL (IMSL Inc., Houston,
Texas 77036) program libraries are examples of software in which particular attention has
been paid t.o numerical accuracy.



562 R.J. Howarth and L. Martin

for little computational effort. However, it is usually wise to
check abnormally high or low correlations, by making scatter
plots of the data, to guard against spurious effects. Chapman
(1976a) contains a cautionary example in which the correla­
tion between Cu and Mo in a set of 211 stre8m-secliment
samples was reduced from 0.938 to 0.173 following the
removal of one spurious sample, log transformation of the
original data(Tilcluding the "wild" sample) yielded a correla­
tion value of 0.226. This suggests that comparative evalua­
tion of untransformed and logtransformed data may have its
benefits. Rank correlation coefficients of the original dato
would also have shown lack of correlation.

A problem which still remains unresolved is concerned
with determining the significance of correlation coefficients
in data which add to a constant sum (e.g. 100 per cent). Such
data were termed "closed" by Chayes (1960) who first pointed
out that spurious correlations could be introduced into data
by the effects of closure (e.g. by the percentaging operation),
often showing up as apparent strong negative correlations.
Chayes and Kruskal (1966) devised a statistical test to
determine whether a given correlation coefficient derived
from such data might be nonzero. Miesch (1969) suggested
that while their criterion might be uS8d to test the hypothesis
that none of the variables in a specific geochemical problem
are correlated in excess of the correlation attributed simply
to the effects of closure, if this hypothesis is rejected it is
still impossible to tell which specific pairs of variables are
truly correlated geochemically. Chayes (1970b, 1971)
rebutted this, but a recent re-examination of the problem
(Kork, 1977) has confirmed that identification of significant
correlations is essentially impossible even if the number of
variables and sample size are large.

Very often, careful analysis of a correlation matrix will
gi ve sufficient information about element associations to
form hypotheses, but is not capable of the more sophisticated
decomposition possible with principal components or factor
analysis techniques.

Regression

Linear regression is generally used, in a predictive
sense, to fit an equation of the form:

Y=a +ax +ax + a x
01122 mm

where Y is the dependent element and x 1 to x are the
independent elements (Davis, 1973). For examplc~it may be
required to regress zinc as a function of manganese to assess
th8 effect of possible manganese scavenging. In general,
error can only be associated with one variable; usually the X
values are assumed error free and the regression line is fitted
so that the sum of squared deviations of the Y values from
the line is minimized. The situation becomes more complex
if both X and Y values are assumed to have independent
errors associated with them, weighted regression techniques
must be used, or the "reduced major axis" (e.g. Chapman,
1976a) can be fitted. If the errors in X and Yare not
independent, correct fitting techniques will be highly
complex. F or a discussion of the related theory of
"functional analysis" the readcr is referred to Mark and
Church (1977).

Practical applications in exploration geochemistry have
almost entirely been concerned with correction of element
concentration values for supposed manganes8 and iron
scavenging. In many cases so-called stepwise multiple
regression techniques hav8 been used which fit the regression
equation only to those elements which contribute
significantly (in a statistical sense) to the observed variation
in the dependent variable, omitting those which do not from
the equation. A useful survey of such m8thods appears in

Berk (1978). Applications illustrating regression on organic
content, and/or iron and manganese for stream ~;ediments

include: Rose et al., 1970; Rose and Suhr, 1971; Brundin and
Nairis, 1972; Austria and Chork, 1976; and Larsson, 1976. It
should be noted that the strength of the regression
coefficients are not consistent from one study to another and
can vary significantly between areas in the same region of
similar environment and geology (D. Selin us, pers. comm.,
1977). Computation of a global regression equation over a
very large area may be unwise for similar reasons to those
discussed earlier for correlation coefficients.

Dther applications of regr8ssion in exploration geo­
chemistry include: De Geoffroy et al., 1968; Dahlberg, 1969;
DeGeoffroy and Wignall, 1970; Rose et a!., 1970; H8sp, 1971;
Chatupta ond Fletcher, 1972; Dall'Aglio and Giggli, 1972;
Pelet and de Jekhowsky, 1972; Timperley et al., 1972;
Dall'Aglio and Tonani, 1973; Smith and Webber, 1973;
Culbert, 1976; and Rose and Keith, 1976. In some cases
nonlinear functions may be more appropriate. Cameron and
Hornbrook (1976) illustrate a spectacular quadratic
relationship between mean U and L.D.I. for lake sediments in
the Canadian Shield.

Factor Analysis and Related Techniques

"Factor" analysis was one of the first multivariate
analytical methods to become widely used among geologists
and geochemists. While it has been helpful in many cas8s,
misrepresentation of its capabilities in the early years
probably s8rved more to bring computer applications into
disrepute in exploration geochemistry than to promote the
power of the computer as an aid to problem solving.

For those who require an in-depth survey of the subject,
the r8eent textbook by Joreskog et a!. (1976) is set in a
geological context, and a straightforward introduction will be
found in Davis (1973). The intention underlying the use of
principal components or factor analysis in exploration
geochemistry has been gen8rally to separate the element
associations inherent in th8 structure of the correlation
matrix into a number of groups of elements which together
account for the greater part of the observed variability of the
original data. The intention being to represent the large
number of elements in the original data by a smaller number
of "factors", each of which is a linear function
(transformation) of the element concentrations, thus giving a
greater efficiency in terms of information compression over
the original data, and hopefully also gaining something in
interpretability. Techniques taking the correlation (or
covariance) matrix as a starting point are generally referred
to as R-mode.

In principal components analysis (PC A), the inter­
element covariance matrix for m elements is decomposed
into an orthogoncI! (uncorrelated) set of new variables which
are linear combinations of the original element values. The
eigenvectors and related eig8nvalues are extracted in such a
way that the first eigenvector (which may be regarded as the
coefficients of the first linear transform equation) occounts
for as much as possible of the total variability of the data,
the s8cond for as much as possible of the residual variance,
and so on; m eigenvectors are needed to account for all of the
variability of the original data. The eigenvectors will not
necessarily be of unit length when based on the covariance
matrix. However, since in many cases the measurement
scales are different, it is common practice to treat the data
as standardized (weighting all the variables equally in terms
of measurement scale by subtracting the m8an from each
observation and dividing by the standard deviation). The
covariance matrix calculated from standardized data is
identical with the correlation matrix, and in the majority of
geological PCA studies the correlation matrix is used as the
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basis. In order to ensure reliable estimation of the
multivariate structure of the data, the correlation matrix
should be based on a data set with preferably at least
10 times as many samples as variables (Howarth, 1973a;
Glasby et a!., 1974; and Trochimczyk and Chayes, 1977).

In factor analysis, the correlations among the m
elements are assumed to be accountable by a model in which
the variance for any element is distributed between a number
of "common" factors (with at least two elements significantly
associated with it), and a remaining number of "unique"
factors (with only one significantly associated element). The
remaining variance being accounted for by an error term.
The correlation matrix is the starting point and the resulting
(normalized) eigenvectors are of equal unit length. It is
hypothesized that the number of common factors (k) is much
less than m, and in the psychological studies from which the
factor analysis approach originated, k was generally
postulated a priori. A SUbjective element enters factor
analysis at this stage. There are no statistically based tests
which are universally agreed to define the significant number
of common factors. The usual criteria are: a certain
cumulative percentage of the overall variance is accounted
for by k factors; those factors with corresponding eigenvalues
exceeding 1.0 are considered to be "significant"; a plot of
eigenvalues versus factor number shows a "significant" break
in slope (Cattell's scree test; Cattell, 1966); factors
associated "significantly" with more than one element are
retained; factors which make sense from the point of view of
geochemical interpretability are retained. In order to obtain
more interpretable results, the original orthogonal linear
transform may be rotated in a geometrical sense (although it
is performed algebraically) until the coefficients for the
elements are maximized in contrast, that· is to say high ones
tend to ±1.0 and low ones to zero, in order to obtain a
"simple structure". The varimax rotation method (Kaiser,
1959) is most commonly used although others have also been
investigated (e.g. Chapman, 1978). Some investigators have
also dispensed with representing the data variability in terms
of a set of uncorrelated transformed variables, preferring so­
called "oblique" solutions in which the transformed variables
are themselves correlated (usually obtained by promax
rotation, e.g. Chapman, 1978). There is some disagreement
among investigators whether this is justifiable in geochemical
terms, quite apart from the difference it may make to the
interpretability of the data.

The end-product of the transform equations, when
element values for the actual samples have been substituted
in, are generally known as the "factor scores". Trochimczyk
and Chayes (1978) recommend that if the components have
been obtained from the covariance matrix, scores should be
based on unstandardized data; and if components have been
based on the correlation matrix, then the scores should be
based on the standardized element values to ensure that the
resultant score values are uncorrelated.

Thus we see that PCA gives a clearly based
mathematical solution, and in terms of data compression, a
set of PCA linear transform equations truncated at the k-th
eigenvector is well defined. In contrast, the various factor
analytic approaches are more subjective in choice of possible
methods, and ill difficulties of deciding how many factors
should be retained (unless there is, unusually, clear a priori
evidence about how many common factors might be expected
to operate on the data) since the aim is to determine the best
estimate of the number of common factors operating on the
observed variates whether it be large or small. It should be
understood by the geochemist that the interpretation of
factors as the underlying causes giving rise to the observed
element behaviour is not implicit in the model. Separation
into "background" and "mineralization" element groups may
occur in some cases, but factor analysis is not in itself

capable of sorting such associations out of the data in all
cases. The appearance of such groups merely reflects the
structure of the covariance (correlation) matrix which is
subject to the same guidelines as those discussed earlier
under correlation and regression. Occasionally rank
correlation coefficients have been used in the initial matrix
(R.P. Chapman, N.J. Marshall, pel's. comms., 1975, 1976),
although the use of a linear transform based on an essentially
nonlinear coefficient poses some theoretical problems.
Applications of R-mode PCA or factor analysis in exploration
geochemistry include: Garrett and Nichol, 1969; Saager and
Esselaar, 1969; Nairis, 1971; Nichol, 1971; Wennervita et aI.,
1971; Brundin and Nairis, 1972; Rose, 1972; Summerhayes,
1972; Garrett, 1973b; Obial and James, 1973; Smith and
Webber, 1973; Glasby et aI., 1974; Saagel' and Sinclair, 1974;
Wennervirta and Papunen, 1974; Shikawa et a!., 1975; Ek and
Elmlid, 1976; Chapman, 1978; and Mancey and Howarth, 1978.

A related technique, known as Q-mode factor analysis
(Davis, 1973) attempts to find samples of extreme
compositional type, and to represent all other samples in
terms of mixtures of these "end-members", beginning with a
matrix of intersample (cosine theta; similarity coefficients
which is decomposed by factor analytic methods. In general,
the results seem to have been more easily interpretable in
petrologically oriented cases where the concept of end­
member mixtures has genuine significance, than in studies
based on stream-sediment data. Cluster analysis methods
rather than Q-mode factor analysis, are now tending to be
used for problems where it is required to assign the samples
to similar groups. Examples of Q-mode factor analysis in
exploration geochemistry include: Nichol and Webb, 1967;
Garrett and Nichol, 1969; Armour-Brown and Nichol, 1970;
Dawson and Sinclair, 1974; Saagel' and Sinclair, 1974;
Chapman, 1975, 1978; and Culbert, 1976.

Two related techniques based upon the R-mode
approach, but which allow both samples and element
associations to be shown on the same diagram as an aid to
interpretation, have recently been applied in exploration
geochemistry. These are correspondence analysis (David and
Dagbert, 1975; Teil, 1975) and the eigenvector biplot display
(Sinding-Larsen, 1975); full details will be found in the
references cited. These techniques will certainly find
application to exploration geochemistry in the future, in
accord with the wider usage of the R-mode techniques.

The effect of data transformation on the structure of
the correlation matrix is illustrated by preliminary results
from a study of 895 stream sediment samples from a regional
geochemical survey of Denbighshire, UK, originally carried
out by Nichol et al. (1970). PCA was performed on the basis
of standardized results for Co, Cr, Cu, Fe203, Ga, Mo, Mn,
Ni, Pb, Ti, V and Zn (all ppm except Fe203, per cent) from
un transformed data, logtransformed data, and data subjected
to the nonlinear Box and Cox (1964) transform (discussed
earlier in the section on Univariate Statistics). The data
include contributions from various background lithologies as
well as minor areas of mineralization and contamination in
the vicinity of smelting and mining operations.

It is apparent from Figure 24.10 that the effect of a
global logtransformation is to induce negative skewness for
all of the elements, although this is not as severe as the
original positive skewness; kurtosis is also reduced. For some
elements (Ga, Ti and V) which were approximately normally
distributed originally, the effect of logtransformation has
been particularly unhelpful. The Box-Cox transform has
improved the approach to a normal distribution in all cases.

Comparison of the eigenvalues (Table 24.1) and
unrotated PCA loadings (Fig. 24.11) for the three solutions
indicates that the effect of the logtransform could (in this
example) be to induce rather high positive correlations
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Table 24.1

Eigenvalues (E.V.) and cumulative variance (Cum. Var.) for 895 stream sediment samples
from regional geochemical survey of Denbighshire (U.K.) showing effects of

nonlinear data transformatiDn on correlation matrix

Untransformed Logtransformed Box-Cox (1964)*

E.V. Cum. Var- E.V. Cum. Var. E.V. Cum. VClr
% % %

1 4.067 33.9 6.125 51.0 5.374 44.8

2 1. 779 48.7 1.940 67.2 2.132 62.5

3 1.589 61.9 0.895 74.7 1.024 71.1

4 1.258 72.4 0.706 80.6 0.748 77 .3

5 0.907 80.0 0.586 85.4 0.633 85.6

6 0.591 84.9 0.418 88.9 0.462 86.4

7 0.541 89.4 0.376 92.1 0.443 90.1

8 0.374 92.5 0.301 94.6 0.360 93.1

9 0.292 95.0 0.225 96.4 0.275 95.4

10 0.222 96.8 0.194 98.1 0.224 97.3

11 0.206 98.5 0.124 99.1 0.189 98.9

12 0.174 100.0 0.109 100.0 0.135 100.0

l::i/'-1)/;\

Cluster Analysis

The aim of cluster analysis techniques is to group the
samples together without a priori knowledge, on the basis of
similarity in terms of their elemental compositions, in order
to separate areas of similar background composition, and
identify samples of unusual composition. Generally the
Euclidean distance measure is used:

between some of the element pairs. Following the Box-Cox
trclnsform the eigenvectors and un rotated PCA loadings
(Fig. 24.11) show a tendency to have the high coefficients
move towards ±1.0, and the low coefficients towards zero
compared with the logtransform, although the general
structure in terms of element associations remains the same.
This suggests that alternatives to the log transform could be
very helpful in increasing the interpretability of multivariate
d8ta analysis in exploration geochemistry. A wider
investigation is currently in progress at AGRG and is showing
interesting results on a number of data sets.

The application of PCA-based factor cmalysis to a large
regional data set, based on 21 432 moving average cell means
for 22 elements from the Wolfson Geochemical Atlas of
England and Wales (Webb et aI., 1978) covering approximately
50 000 mi 2, has shown in preliminary results that although
known areas of mineralization form a very small proportion
of the whole, relevant mineralization associations can be
identified despite expected difficulties associated with the
size of the data set and multiplicity of background types
associated with regional lithologic81 changes. The initial
factor score maps have been colour-combined to further
increase their information content (Maneey and Howarth,
1978), and are providing much useful information.

d.. =[~
IJ q=l

(x. - x· )2J 1/2
Iq Jq

where x. and x. are the q-th measurements on the i-th and
lq Jq

j-th samples respectively, q=l, .... m. To increase com­
putational speed the related metric:

m
d.. = l: Ix. - x.

IJ q=l Iq Jq

known as the City block or "Manhattan" distance, may also be
used.

PCA is often used as a suitable decorrelation
preprocessor to cluster analysis, to transform the original
data into a set in which the new variables are genuinely
uncorrelated (and hence orthogonal for the calculation of d).
It should be remembered that if the last few components are
not retained in this case, then information characterizing the
less common groups of s8mples may have been sacrificed, and
it is probably sa rer to retain all components resulting from
the PCA transform initially.

A detailed review of the numerous possible methods is
not appropriate here (see, for example, Everitt, 1974, or Duda
and Hart, 1973). It is sufficient to point out that the
applicability of many techniques to very large sets of
geochemical data is limited by the necessity to keep track of
all possible pairwise distances within the data set, which will
soon build up a comput8tionally impossible number of items.
In order to overcome this difficulty samples are either:
1) grouped into classes if their composition is within a
threshold distance of an existing class centre, represented by
its mean composition; or 2) a random subset of the original
data is clustered using a preferred method and these clusters
are subsequently taken as training information for
discriminant analysis (discussed below) which classifies all the
remaining samples in to one of these groups. Either method
is reasonably fast to implement and can be tailored to
existing computer requirements. Techniques of the former
type generally 8im to obtain compact classes, in the sense
that between-group variance exceeds within-group variance
and it is possible in some methods (e.g. ISODA TA, Ball and
Hall, 1966) to split or merge the clusters as the calculation
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These results suggest that methods based on group mean
compositions are more suitable for processing large sets of
exploration data where rapid division in to broad groups IS
required, although a number of rather critical paramet~rs

must be empirically set by the user to control the clustering
process. The group mean compositions could alw~ys be
reclustered by another method if it is required to verIfy the
nature of the groupings. It must be borne in mind that with
any clustering method there is no well-defined criterion f~r

the number of clusters present, and the final interpretation IS
somewhat subjective.

Figure 24.11. Effect of data transformations on the
loadings of the first four unrotated prin?ip?l components for
the data of Figure 24.10. Line length mdicates streng~h of
loading (between -1 and +1); percentage of overall varwnce
accounted for by each component also shown.
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Figure 24.10. Effect of data transformations on symmetry
(skewness, S) and peakedness (kurtosis, K) of frequency
distributions for 12 elements in 895 stream sediment samples
from a regional survey of Denbighshire, England. Origin of
the axes placed at expected values for these parameters for a
Normal distribution; note that ordinate is scaled aslk.

proceeds in order to optimize the clustering criterion. While
they may be somewhat artificial as regards "naturalness" of
the resultant classification they have the advantage of speed.
More complex techniques in current use include the tree
(dendrogram) methods (Obial, 1970; Lenthall, 1972;. Hesp,
1973' Hesp and Rigby, 1973; Howarth, 1973a; Obial and
Jam~s, 1973; and Glasby et aI., 1974) yieldin~ a hierarc~ical
structure which may be better suited to interpretatIOnal
requirements, or attempt to obtain a completely natural
classification based on optimal two-dimensional representa­
tion of the multi-dimensional data structure by methods of
the nonlinear mapping type (Garrett, 1973b; Howarth,
1973a, b). Sinding-Larsen (1975) implemented a technique
similar to ISODA TA following a PCA type of transform, and
Duval (1976) used a distance threshold grouping in
combination with Q-mode factor analysis.

Detailed studies based on approximately 900 regional
stream sediment samples from Denbighshire, UK, on the basis
of 12 elements, using hierarchical cluster analysis and
nonlinear mapping (Castillo-Munoz, 1973) and ISODA TA
(Crisp, 1974), suggest that scaling effects can be important in
all three techniques. "Anomalous" samples of unusual
composition could be detected by all the methods used and in
the un transformed data these were generally clearly
identified. In general however, the groups based on
logtransformed data were comparable for the three methods
and gave more interpretable results. ISODATA was very
much the fastest, taking approximately 300 seconds on the
CDC 6400 central processor to process the entire data set.
Nonlinear mapping in contrast took approximately
1200 seconds for 500 samples.

~_51---~~&lI~:-'-T-i~---15~~---1\-0~------:l15S

Ti Ga
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Discriminant Analysis

In contrast to cluster analysis, discriminant analysis
aims to classify samples of unknown type into one of a
number of pre-defined groups (e.g. mineralized or barren) on
the basis of their clemental compositions. In all methods,
irrespective of the nature of the decision rule (discriminant
function) used, the starting point is to have an established
"training set" of samples representing each group. This
should be as large as possible for each class, to ensure
adequate statistical representivity (the rule of thumb for the
number of samples per class of at least 10 times the number
of variables also applies here for most reliable performance,
although as few as 3 times the number of variables is
adequate if training samples are hard to obtain). Ideally,
once the decision criteria have been determined, an
independent "test set" of samples should be classified on the
basis of the established decision rules to find out how well
they perform before applying them to known data. A detailed
discussion will be found in Howarth (1973a), in a geochemical
context, or Duda and Hart (1973).

Although extensively used in other branches of the
earth sciences and in igneous petrology, discriminant
functions have not been widely used in exploration
geochemical problems to date. The reason for this is almost
certainly the practical difficulties associated with obtaining
adequate data for formulating the training sets. The majority
of applications have used Fisher (1936) linear discriminant
functions (Wignall, 1969, 1970; Dahlberg, 1970; Cameron
et al., 1971; Govett and Pantazis, 1971; Lenthall, 1972; Rose,
1972; Govett, 1973; Pantazis and Govett, 1973; Shiikawa
et aI., 1974; Whitehead and Govett, 1974; Chapman, 1975,
1978; Govett et aI., 1975; and Culbert, 1976) and because of
the inherent simplicity of the method (Davis, 1973), and
availability of suitable programs in packages such as BMDP
(Dixon, 1975), and SPSS (Nie et aI., 1975), it continues to be
widely used in industry. An alternative method, which does
not depend on the multivariate normal assumptions inherent
in the Fisher linear discriminant is the "empirical
discriminant function" (Howarth, 1973a, c) which is a form of
potential function (Duda and Hart, 1973). This has proven
very successful in regional geochemical survey classification
for multi-class applications (Howarth, 1971b, 1972, 1973a;
Castillo-Munoz and Howarth, 1976) and is being used
increasingly for exploration problems (Gustavsson and
Bjorklund, 1976; C. Y. Chork, pers. comm., 1976;
N. Gustavsson, pers. comm., 1977). Occasionally discrimina­
tion problems can be solved graphically by a suitable choice
of elements (Govett, 1972; Joyce and Clema, 1974; Bull and
Mazzuchelli, 1975).

It is known that there is an increasing interest among
mining companies in techniques for selecting the "best"
subset of elements from a set of mUlti-element analyses to
distinguish between mineralized and unmineralized bedrock,
with the aim of obtaining reliable discriminant functions. A
variety of methods are available for this type of problem
(Howarth, 1973a, c; Duda and Hart, 1973). Once the
discriminant functions have been evaluated subsequent
classification is extremely rapid, even when several thousand
samples are screened. It is for this reason that combination
of discriminant analysis following cluster analysis of a subset
of a large data set (the groups of samples obtained becoming
the training set for the discriminant function) is a very
powerful technique for dealing with a large data set.

A somewhat related technique, known as Characteristic
Analysis, has been developed by Botbol et a!. (1978) as an
extension of a method originally devised by him for the study
of mineral assemblages. Geochemical and other information,
such as geology or geophysical survey data, is expressed in
binary (0/1) form. A value 1 indicates favourability for
exploration in a local spatial context, and is defined on the

basis that the measured value for a variable in a map cell is
higher than its surrounding neighbours. Thus second
derivatives of geological, geochemical or geophysical
parameters can be treated in a similar manner. Training sets
are established for known mineralized areas and comparison
of the characteristics of the matrix of joint "favourable"
occurrences for the training set with the coded binary data
for the unknown cells allows their similarity to the training
set to be determined, thus establishing the regional
classification. Results from the Coeur d'Alene district, Idaho
(Botbol et al., 1978) are very encouraging.

Discussion

The multivariate techniques described in this section
are complex and are best performed on a digital computer
because of necessity for speed and accuracy, irrespective of
the problems associated with the large data sets produced in
exploration geochemistry. The majority of the techniques
can generally be programmed for storage requirements of the
order of m2 /2 for m elements, but (as discussed above)
cluster analysis methods generally require storage of the
order of n2 /2 intersample similarity values for n samples and
are therefore more difficult to carry out without very large
computer facilities, unless methods storing only the group
mean compositions are used.

However, taken as a whole, the multivariate approach
offers an immensely more powerful means of data analysis
than univariate techniques because of the ability to study the
interaction of the various elements. It is often extremely
difficult to reliably predict the joint behaviour of a number of
elements from a study of their univariate characteristics

As instrumental facilities increase the ease with which
multi-element analyses become routinely available at low
cost, investigators will be forced to turn to multivariate
techniques in order to make optimum use of the information
at their disposal. The published case histories cited in this
survey show that in most instances multivariate analysis
provided greater insight into the geochemical behaviour of
the multi-element survey. The basic dilemma for the
exploration geochemist remains as discussed by Lepeltier
(1977), that the application of powerful computer methods to
the data resulting from exploration projects often awaits
collation of the total data set, and may then come too late to
aid the decision-making (the time of which is often dictated
by political or economic factors outside the geochemist's
control). In the long term, however, a better understanding
of the geochemical relationships governing observed geo­
chemical behaviour, the discovery of common element
associations, and interrelationship with geophysical data (e.g.
Culbert, 1976) etc. must be beneficial to prediction of
criteria for the likelihood of occurrence of a geochemical
target.

At the present state-of-the-art of geochemical data
interpretation it is probably true that what we need is not a
widespread development of new methods of analysis, but
adaption of existing techniques to the small-computer
environment and the modification of methods for the
treatment of large data sets. It is also highly desirable that
standard data sets be made available on which comparative
evaluations of existing methods may be made (the basis for
this is currently being established by the Centre de
Recherche Petrographique et Geochimique, Nancy). Release
of "old" exploration geochemical data by mining companies
for research purposes, once confidentiality restrictions can be
lifted, would be very helpful for this type of study. A
growing impetus will probably come from national geological
surveys, since the establishment of multi-purpose multi­
element regional geochemical surveys is now being seen as
increasingly desirable in the context of resource evaluation
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and environmental monitoring. It may be confidently
predicted that with the gradual spread of multi-element
analysis and availability of powerful microprocessors,
together with an increasingly numerate education of
geologists and geochemists, the routine application of
multivariate analysis in exploration as an aid to general
understanding of geochemical behaviour will become
established.

Perhaps with the spread of minicomputers and the
ability to transmit data from remote sites to a central
computer by short-wave radio (Botbol, 1975, 1977),
integration of field operations with computer processing for
short-term turn-around of results will become easier. It is
unfortunate that in many cases the power and flexibility of
the computer for mapping or statistical analysis are not being
utilized until it is too late.
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